Preface

Another Volume on artificial intelligence…neural networks…fuzzy logic…evolutionary computation! There are hundreds of books, volumes and doctoral theses that help us to update our knowledge of computational intelligence and intelligent systems. We have already seen so many varieties. What makes this volume different from the others?

When the computers first appeared in the early fifties, we admired it as an artificial brain, and we thought that we were successful in creating a low level decision making cognitive machine. Researchers coined the term artificial intelligence and waited for many potential applications to evolve. In the 60’s, computers failed to pass the Turing test due to the low processing speed of the computers. Last few decades have seen a new era of artificial intelligence focusing on emulating humans, either in their behaviour or in their neurophysiology. Rather than viewing humans as the premier example of intelligence, a broader and potentially more beneficial perspective views this species simply as a product of evolution, a process that generally produces organisms of increasing intellect. Recognizing the connection between evolution and intelligence makes it possible to overcome the limitations of conventional artificial intelligence techniques, and indeed to evolve such systems and create machine intelligence.

Computational intelligence is a well-established paradigm, where new theories with a sound biological understanding have been evolving. The current experimental systems have many of the characteristics of biological computers (brains in other words) and are beginning to be built to perform a variety of tasks that are difficult or impossible to do with conventional computers. In a nutshell, which becomes quite apparent in the light of the current research pursuits, the area is heterogeneous as being dwelled on such technologies as neurocomputing, fuzzy systems, artificial life, intelligent agents, probabilistic reasoning, evolutionary computation and so on.

This volume is a rare collection of 12 chapters compiling the latest state-of-the-art research in the area of intelligent systems and computational intelligence authored by the world leading well-established experts in the field. Each Chapter focus on different aspects of intelligent systems and is complete by itself. The Chapters present the latest theoretical developments as well as practical applications of these latest technologies. The Volume is organized as follows:

Chapter 1 introduces the different intelligent system paradigms involving neural networks, fuzzy systems, evolutionary algorithms and probabilistic reasoning techniques. Some of the generic architectures for implementing hybrid systems are presented emphasizing the advantages and disadvantages of each model. The design aspects of some of the hybrid architectures like evolutionary neural networks, evolutionary fuzzy systems, neuro-fuzzy systems, evolutionary-neuro-fuzzy systems etc. are presented in detail with brief discussions on implementation issues and perspectives.
Chapter 2 deals with the autonomy of unmanned robotics systems in an attempt at filling the gap between reactive behavioural and deliberative decision systems, while keeping a close eye on the dynamic management of all the resources available to the robot. Two main characteristics of the developed robotic system is its own ability to control its own autonomy, and on the other hand the capacity to evolve and to learn.

Chapter 3 explores the application of intuitionistic fuzzy sets for intelligent medical diagnosis. Intuitionistic fuzzy sets are a generalized version of conventional fuzzy sets with an additional degree of freedom. By employing intuitionistic fuzzy sets in databases, we can express a hesitation concerning examined objects. This chapter begins with an introduction to intuitionistic fuzzy sets followed by detailed presentation of the authors new approach of applying the technique to a medical diagnosis problem.

Chapter 4 presents the inclusion based approximate reasoning, which outperforms the traditional scheme based on the compositional rule of inference in terms of both complexity and of logical soundness. In terms of semantics, it also offers a better solution to the implementation of analogical reasoning than similarity measures are able to do. In addition to the classical inference strategies, authors have discussed in depth the inclusion-based approach. The method was generalized to cover a collection of parallel rules, as is typically the case in realistic applications. The authors have also reviewed some aggregation procedures and checked their suitability in the light of criteria such as coherency, consistency and speed.

Chapter 5 is concerned with a fuzzy approach to deal the popular job-shop scheduling problem, which is considered as a difficult problem, both theoretically and practically (because of its industrial importance). The theoretical problems stem from the search for optimal schedules subject to a limited number of constraints while the complexity of practical problems is due to the number and variety of constraints that are not rigid in a practical scenario. Considering the practical importance, this chapter presents imprecise processing times as triangular fuzzy numbers and then constructed a job-scheduling model to solve the problem.

Chapter 6 presents the representation of expert knowledge by fuzzy logic by an optimal combination of granularity and higher order approaches. Conventional fuzzy logic has been successful in several practical applications, but in several aspects, the resulting computer representation is somewhat different from the original expert meaning. Granularity and higher order approaches have been used to incorporate expert knowledge in fuzzy inference systems and has been tried in some applications. The idea of combining the two approaches is very natural, but so far, it had led to the few successful practical applications. This chapter provides results aimed at finding a better (ideal optimal) way of combining those approaches.

Chapter 7 explores the training of artificial neural networks using genetic programming. Genetic programming is used to discover new supervised learning algorithms for neural networks. Genetic programming discovers an optimal combination of the generalized Delta rule and the Hebbian learning rule to train neural networks. The combined training approach performed much better than the
standard backpropagation technique in terms of speed, stability and greater feature extraction capabilities.

Chapter 8 tackles the modelling and identification of nonlinear time-varying systems using neuro-fuzzy approaches. Among the different nonlinear identification techniques, methods based on neuro-fuzzy models are gradually becoming established not only in the academia but also in industrial applications. The tools for building neuro-fuzzy models are based on combinations of algorithms from the fields of neural networks, pattern recognition and regression analysis. The rule-based character of neuro-fuzzy models allows for the analysis and interpretation of the results.

Chapter 9 presents an evolutionary algorithm based approach for two dimensional bin packing which is yet another difficult problem because of its practical significance. A new genetic algorithm (with a novel penalty function) is proposed for packing rectangular cargos of different sizes into a given area in a two dimensional framework. The proposed method is then compared with other heuristic methods. Empirical results indicate that the proposed method is superior in terms of packing efficiency and solution time.

Chapter 10 explores the performance of sequential and distributed evolutionary algorithms for combinatorial optimization problems. Performance of three sequential (generational, steady state and cellular genetic algorithm) and three parallel evolutionary algorithms on seven hard problem instances are studied. The intrinsic search features of each class of algorithms proved to be powerful enough to solve a given problem instance. It is interesting to note that some of the sequential and almost every parallel algorithm, yielded fast and accurate results, although they sampled only a tiny fraction of the search space.

Chapter 11 presents a novel approach where an intelligent agent constraint satisfaction is met using neural networks for an interesting real world application. An intelligent distribution agent and particularly its constraint satisfaction module take up the challenge to automate the process. Indeterminate subjective component makes the optimization of the constraint satisfaction a very sophisticated task. The authors present neural network learning paradigms and support vector machine to optimise the performance of the module.

Chapter 12 discusses how an embodied emotional agent could improve the training system intelligence. The authors present how to generate nonverbal output through an embodied agent, based on user’s actions in an intelligent training system. An overview of the agents environment, role of the agent and its international architecture are presented in detail. It is interesting to learn how the system inputs are used to modify the emotional model of the agent.

We are very much grateful to the authors of this volume and Greg Huang (Massachusetts Institute of Technology, USA), Frank Hoffmann (Royal Institute of Technology, Sweden), Xiao-Zhi Gao (Helsinki University of Technology, Finland); Paulo Jose ad Costa Branco (Institute Superior Technical, DEEC, Portugal); Janos Abonyi, (University of Veszprémm, Hungary), Rajan Alex (Western Texas A & M University, USA), Sami Khuri, (San Jose State University, USA), José Manuel
Benítez (University of Granada, Spain), Enrique Alba (University of Malaga, Spain), Sankar Pal (Indian Statistical Institute, India) and Eulalia Schmidt (Polish Academy of Sciences, Poland) for the tremendous service by critically reviewing the Chapters within the stipulated deadline. The editors would like to thank Physica-Verlag, Germany for the editorial assistance and excellent cooperative collaboration to produce this important scientific work. Last but not the least, we would like to express our gratitude to our colleagues from the School of Business Systems, Monash University, Australia; Knowledge-Based Intelligent Engineering Systems Centre, University of South Australia, Australia and Systems Research Institute, Polish Academy of Sciences, Poland for supporting us to produce this Volume. We hope that the reader will share our excitement to present this volume on ‘Recent Advances in Intelligent Paradigms and Applications’ and will find this very useful.

Volume Editors

Ajith Abraham, Ph.D
Faculty of Information Technology, School of Business Systems
Monash University (Clayton Campus)
Victoria 3168, Australia
Phone: +61-3-99058766
Fax: +1-509-6912851
Email: ajith.abraham@ieee.org, Web: http://ajith.softcomputing.net

Lakhmi Jain, Ph.D
Knowledge-Based Intelligent Engineering Systems Centre (KES)
University of South Australia, Adelaide
Mawson Lakes, South Australia, 5095, Australia
Phone +(618) 8302 3315
Fax +(618) 8302 3384
Email: L.Jain@unisa.edu.au, Web: http://www.kes.unisa.edu.au

Janusz Kacprzyk, Ph.D
Systems Research Institute
Polish Academy of Sciences
Newelska 601-447, Warsaw, Poland
Phone: + (48) (22) 836 44 14
Fax: + (48) (22) 837 27 72
Email: kacprzyk@ibspan.waw.pl

Ajith Abraham, Lakhmi Jain and Janusz Kacprzyk
July 2002
Contents

Chapter 1.
Intelligent systems: architectures and perspectives
Ajith Abraham

1 Introduction.................................................................................................. 1
2 Models of hybrid soft computing architectures........................................ 4
  2.1 Stand alone intelligent system .............................................................. 4
  2.2 Transformational hybrid intelligent system ......................................... 5
  2.3 Hierarchical hybrid intelligent system ................................................. 5
  2.4 Integrated intelligent system ............................................................... 6
3 Neural networks and evolutionary algorithms ............................................. 6
  3.1 Meta learning evolutionary artificial neural networks ......................... 8
4 Adaptation of fuzzy inference systems ...................................................... 12
5 Evolutionary fuzzy systems ..................................................................... 14
6 Cooperative neuro-fuzzy systems ............................................................ 15
  6.1 Fuzzy associative memories ............................................................... 16
  6.2 Fuzzy rule extraction using self organizing maps ............................... 17
  6.3 Systems capable of learning fuzzy set parameters ............................. 18
7 Integrated neuro-fuzzy systems ............................................................... 19
  7.1 Integrated neuro-fuzzy system (Mamdani FIS) ................................. 20
  7.2 Integrated neuro-fuzzy system (Takagi-Sugeno FIS) .......................... 21
8 Neuro-fuzzy-evolutionary (EvoNF) systems ............................................ 24
9 Fuzzy evolutionary algorithms ................................................................ 26
10 Conclusions............................................................................................ 27
Acknowledgements.................................................................................... 28
References.................................................................................................. 28

Chapter 2.
Hybrid architecture for autonomous robots, based on
representations, perception and intelligent control
Dominique Luzeaux and André Dalgalarrondo

1 Introduction................................................................................................ 37
  1.1 Autonomy in robotic systems .............................................................. 38
  1.2 Robot control architectures ................................................................. 39
2 HARPIC..................................................................................................... 40
  2.1 General description .......................................................................... 40
  2.2 Management of perception resources............................................... 42
  2.3 Assessment mechanisms within the control architecture .................. 43
  2.4 Comparison with other architectures ............................................... 47
  2.5 Implementation and experiments ..................................................... 49
3 Computational intelligence and controlled autonomy ............................. 53
4 Computational intelligence and learning ............................................... 54
Chapter 9.
Constrained two dimensional bin packing using a genetic algorithm
Wee Sng Khoo, P. Saratchandran and N. Sundararajan

1 Introduction ............................................................................................................ 187
2 Some industrial applications of 2-dimensional bin packing ............................... 189
  2.1 Floorplan design .............................................................................................. 189
  2.2 Cutting .............................................................................................................. 189
  2.3 Packing ............................................................................................................. 190
3 A brief description of genetic algorithm ............................................................. 191
   3.1 Modeling ......................................................................................................... 191
   3.2 Objective function ......................................................................................... 191
   3.3 Selection ......................................................................................................... 192
   3.4 Crossover ....................................................................................................... 193
   3.5 Mutation ........................................................................................................ 194
   3.6 Constraint-handling techniques ..................................................................... 194
4 Proposed genetic algorithm for two-dimensional packing ............................... 195
   4.1 Model representation ..................................................................................... 196
   4.2 Objective function ......................................................................................... 197
   4.3 Selection ......................................................................................................... 197
   4.4 Crossover ....................................................................................................... 197
   4.5 Mutation ........................................................................................................ 198
      4.5.1 Joint ......................................................................................................... 198
      4.5.2 Orientation ............................................................................................. 199
      4.5.3 Interchange ............................................................................................ 199
   4.6 Elitism ............................................................................................................ 199
   4.7 Constraint handling ....................................................................................... 200
      4.7.1 Area constraint ....................................................................................... 200
      4.7.2 Penalty function ..................................................................................... 200
5 Performance evaluation of two-dimensional genetic algorithm ....................... 201
   5.1 Comparison with heuristic method ............................................................... 201
   5.2 Comparison with another genetic algorithm ............................................... 205
6 Conclusion ............................................................................................................. 208
   References .......................................................................................................... 208
Appendix A: Cargo details ...................................................................................... 210
Chapter 10.
Sequential and distributed evolutionary algorithms for combinatorial optimization problems
Enrique Alba and Sami Khuri

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Introduction</td>
<td>211</td>
</tr>
<tr>
<td>2 The evolutionary algorithms</td>
<td>212</td>
</tr>
<tr>
<td>2.1 Sequential evolutionary algorithms</td>
<td>214</td>
</tr>
<tr>
<td>2.2 Distributed evolutionary algorithms</td>
<td>215</td>
</tr>
<tr>
<td>3 Combinatorial optimization problems</td>
<td>216</td>
</tr>
<tr>
<td>3.1 The maximum cut problem</td>
<td>217</td>
</tr>
<tr>
<td>3.2 The error correcting code design problem</td>
<td>219</td>
</tr>
<tr>
<td>3.3 The minimum tardy task problem</td>
<td>221</td>
</tr>
<tr>
<td>4 Experimental runs</td>
<td>224</td>
</tr>
<tr>
<td>4.1 Results for the maximum cut problem</td>
<td>225</td>
</tr>
<tr>
<td>4.2 Results for the ECC problem</td>
<td>226</td>
</tr>
<tr>
<td>4.3 Results for the minimum tardy task problem</td>
<td>228</td>
</tr>
<tr>
<td>5 Conclusion</td>
<td>230</td>
</tr>
<tr>
<td>References</td>
<td>232</td>
</tr>
</tbody>
</table>

Chapter 11.
Embodied emotional agent in intelligent training system
R. Nkambou, Y. Laporte, R. Yatchou and G. Gouradères

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Introduction</td>
<td>235</td>
</tr>
<tr>
<td>2 The problem of emotion generation</td>
<td>237</td>
</tr>
<tr>
<td>2.1 Emotion as a means of interaction</td>
<td>237</td>
</tr>
<tr>
<td>2.2 Characterization and modeling of emotions</td>
<td>237</td>
</tr>
<tr>
<td>2.3 Models of architecture for emotion generation</td>
<td>239</td>
</tr>
<tr>
<td>3 Producing emotions by qualitative reasoning</td>
<td>240</td>
</tr>
<tr>
<td>3.1 Qualitative reasoning</td>
<td>241</td>
</tr>
<tr>
<td>3.2 A qualitative model of emotions</td>
<td>241</td>
</tr>
<tr>
<td>3.3 Emotion generation based on a qualitative reasoning system</td>
<td>243</td>
</tr>
<tr>
<td>4 Emilie: an embodied emotional agent for intelligent tutoring</td>
<td>243</td>
</tr>
<tr>
<td>4.1 Operational context</td>
<td>244</td>
</tr>
<tr>
<td>4.2 Architecture overview</td>
<td>245</td>
</tr>
<tr>
<td>4.3 Choosing and treating the input</td>
<td>246</td>
</tr>
<tr>
<td>4.4 Gene rating emotions</td>
<td>248</td>
</tr>
<tr>
<td>4.5 Providing visual feedback from emotions</td>
<td>249</td>
</tr>
<tr>
<td>5 Discussions and conclusion</td>
<td>250</td>
</tr>
<tr>
<td>References</td>
<td>251</td>
</tr>
</tbody>
</table>
Chapter 12.
Optimizing intelligent agent’s constraint satisfaction with neural networks
Arpad Kelemen, Yulan Liang, Robert Kozma, Stan Franklin

1 Introduction.............................................................................................. 255
2 Preparing the input for the neural networks ............................................. 257
3 Design of neural network......................................................................... 259
   3.1 FFNN with logistic regression ........................................................... 259
   3.2 Neural network selection and criteria................................................. 260
   3.3 Learning algorithms for FFNN........................................................... 261
   3.4 Support vector machine...................................................................... 261
4 Data analysis and results.......................................................................... 262
5 Conclusion ............................................................................................... 270
   Acknowledgement ................................................................................... 270
   References................................................................................................ 270